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Abstract—There are several analytical results on distributed results on P2P systems that can provably tolerate Byzantine
hash tables (DHTs) that can tolerate Byzantine faults. Unfor- faults [6]—[8], [21], [27], [32], [44], [53]. To date, the njrity
tunately, in such systems, operations such as data retrieval of results pertain to DHTs. A common technique in DHTs

and message sending incur significant communication costs. For - . .
example, a simple scheme used in many Byzantine fault-tolerant that tolerate adversarial faults is the usecqoforumswhich

DHT constructions of n nodes requiresO(log® n) messages; this are sets of peers where a bounded fraction (less thah

is likely impractical for real-world applications. The previous best of the members are controlled by the adversary. A quorum
known message complexity i)(log” n) in expectation however, replaces an individual peer as the atomic unit. Adversarial
the corresponding protocol suffers from prohibitive costs owirg behavior can then be overcome by majority action allowing

to hidden constants in the asymptotic notation and setup costs. f ication bet i . Il thisust
In this paper we focus on reducing the communication costs Or communication between correct peers; we ca S

against a computationally bounded adversary. We employ thresh- COmmunicationSince critical operations such as data queries
old cryptography and distributed key generation to define two are performed in concert by members of a quorum, robust
protocols both of which are more efficient than existing solutions. communication must be efficient and this is our focus.

In comparison, our first protocol is deterministicwith O(log®n) Before presenting our results, we lay the groundwork for

message complexity and our second protocol is randomized with . - ) .
expectedO(log n) message complexity. Further, both the hidden the ideas in this paper. First, we elaborate on the relevahce

constants and setup costs for our protocols are small and no Byzantine fault tolerance in P2P systems in practicg. 3"500"‘
trusted third party is required. Finally, we present results from  there have been a number of advances towards achieving such

microbenchmarks conducted over PlanetLab showing that our fault tolerance using quorums, and we present an overview of
protocols are practical for deployment under significant levels of ha main ideas present in the literature.
churn and adversarial behaviour.

Index Terms—Computer network security; Distributed algo- A. The Byzantine Fault Model
rithms. The Byzantine fault model captures a wide variety of
challenging attacks. Two common real-world examples are
|. INTRODUCTION pollution attacks and index poisoning attacks which ardnbot

The peer-to-peer (P2P) paradigm is a popular approa%iﬁned at preventing peers from obtaining desired contard. |

to providing large-scale decentralized services. Howeter pollution attack, the attacker corrupts data and thenifatgk

lack of admission control in many such systems makes thén‘? sharing of this dat_a_on a massive scale. Interesteo_l USErs
vulnerable to malicious interference [57], [63]. This is épend resources obtaining this polluted data only to find it

practical concern since large-scale P2P systems currexigy Unusable. In a recent study, it was discovered that 606
such as the Azureus DHT [19] and the KAD DHT [58], each Qq)f files in ngaa were poIIutgd [39]. S|m|Iar. in nature, an
which sees over one million users on a daily basis. In additid'deX Poisoning attack is carried out by flooding the network

to file sharing, there are proposals for using P2P systems"\fgh identifiers that do not correspond to any actual datd [40

protect archived data [23], combat computer worms [4] aad rQueries_involving these identifiers yvill stall and eventy il

implement the Domain Name System [62]: such applicatioﬁ nsuming resources and frustrating the user. A receny stud

would likely benefit from increased security as well of the FastTrack and Overnet systems demonstrated instance
Malicious activity is typically modeled by assuming aryvhere50% to 90% of all advertisements for a particular file

adversary that controls a significant fraction of the magsim  Suffered from poisoning [40]. Such findings illustrate trfar
the network. A machine that is controlled by the adversary feom being 'SOIated .|nC|dents, such attacks are prevalent._
Content sharing is clearly central to the P2P paradigm.

said to suffer aByzantine fauland we often refer to Byzan- idi ent th £ th
tine adversarythat uses these machines in concert in order t&ow%ver, provi 'Tg ((j:c:)n eg .cc:j?r?s'umfets N resou:gefmoth €
maximize disruption to the network. There are a number gfovider since upload bandwl IS Often more restric
download bandwidth; consequently, peers may be tempted to
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Certain malicious behaviour may also amount to denial-o&-O(log® n) message complexity which is likely prohibitively
service (DoS) attacks. For instance, a Byzantine peer meypensive for practical values of
route any query to itself and then offer only a corrupted Note that this approach can fail if the adversary obtains a
version of data item [18]. Rapid joins and departures hase almajority of corrupted peers in any quorum. This can happen
been considered as a DoS attack [63]. More straightforwafdan adaptive adversary has its peers join and depart the
attacks include Byzantine peers overwhelming targete@siochetwork until a favorable placement is attained. For instan
by repeatedly issuing queries [57]. the adversary may target a quorum in the following manner.
Finally, in discussing fault tolerance, it is important torhe adversary adds a corrupted pgénto the system to see
address the Sybil attack [17]. Here the adversary contralhere it is placed. Ifp lands within the target quorum, the
a large number of identities; however, in contrast to thedversary keeps the peer active in the system; otherwise,
Byzantine fault model where the adversary typically castrodeparts. Over a number of joins and departures the adversary
machines, the identities generated by a Sybil adversargt nemay accumulate a large number of peers in the target quorum,
not correspond to physical resources. Therefore, ideatitieventually obtaining a majority. Remedies to this challegg
can be generated cheaply and, indeed, the adversary radgptive Byzantine adversahave been proposed using quo-
even constitute a majority of network identities. In thisea rums and we discuss this further in Section II.
algorithms that depend on majority action for fault tolean To date, the previous best communication complexity for
are ineffective. In this work, we do not explicitly addresgls using quorums was given by Saia and Young [53] who
attacks. However, several schemes have been proposedgfee a randomized communication protocol for DHTs which
countering the Sybil attack and our results can likely bedusachievesO(log” n) messages in expectation over a path of
in conjunction with these (see the survey of [61]). lengthO(log n). While communication between two quorums
incurs an expected constant number of messages, the analysi
in [53] yields a large constant. Furthermore, with probgbil
B. Quorums and DHTs 1—o0(1), some peers will incur a non-constaaf({)) message
A popular approach to dealing with the attacks discussedmplexity (see [65]). The protocol also employs a link
above is to use quorums [5]-[8], [21], [27], [44], [53] (dis-architecture between peers requiring the use of a Byzantine
cussed in Section Il). A quorum is a set of peers where thgreement protocol. Finally, maintenance and asynchitgnic
majority of the members have not suffered Byzantine faultissues remain unresolved.
While quorums have been applied to a variety of P2P struc-Therefore, while theoretical results exist on the feaisjbil
tures, we restrict our scope to DHTSs for ease of expositiah aof robust communication, they are likely not practical. hi
because a number of results pertaining to adaptive adiessapresents an impediment to the deployment of such systems
have been shown only for DHTs. Typically, a quorum consistsnd we seek to address this outstanding problem.
of ©(logn) peers wheren is the total number of peers in
the system. If t.he Byzantine peers attempt to deviate frogf]_ Our Contributions
the protocol, this errant behavior can be overcome through _ _ . )
majority action. For instance, content may be stored in a'/& improve upon all previously known results involving
distributed and redundant fashion across members of a guorgPmMmunication between quorums [7], [21], [44], [53]. We
such that the content cannot be polluted by a single host peSéJ'mmarlze our main results below:
Poisoning attacks can be mitigated by having peers belgngimheorem 1. In the computational setting, for an adversary
to the same quorum validate content before it is advertisaHat controls are < 1/3-fraction of any quorum of size at most
Furthermore, a useful property of quorums is that thosespeegr there are two protocols for achieving robust communiaatio
who violate protocol can be ejected from their quorums whiclf a message. to a set of peerd C Q; for some quorund);
effectively removes them from the system. over a path of lengttf. Our Robust Communication Protocol
Several protocols using quorums have been proposed; hawRCP-I) has the following properties:

ever, there is a common theme in the way such quorums arg The totalmessage complexitgnumber of messages sent

utilized. A messagen originating from a peep traverses a and received) and the message complexity of the sending
sequence of quorun@y, Q2, -, Qr until a destination peer peer is each at most- s +4-s- (£ —2) + |D|.

is reached. A typical example is a query for content where the, The message complexity of every forwarding peer along
destination is a peey holding a data item. Initially notifies the lookup path is at most

its own quorum@, that it wishes to transmit.. Each peerin | Thelatency(number of roundtrip communication rounds)
@ forwardsm to all peers inQ,. A peer inQ, determines the is at most2 - (¢ — 2) + 2.

correct message by majority filtering on all incoming MessagL . o\ Robust Communication Protocol ] (RCP-II):

and, in turn, sends to all peers in the next quorum. This )
forwarding process continues until the quoruh holding o The expected total message complexity and the expected
message complexity of the sending peer is each at most

p is reached. Assuming a majority of correct peers in each _
o : - 2.5+ 22 4 (01— 2) + |D
quorum, transmission aof: is guaranteed. Unfortunately, this (1—¢)-c ' . .

simple protocol is costly. If all quorums have sizeand the  ° The expected message compIeQXIty of a forwarding peer
path length ig, then the message complexityis?. Typically, on the lookup path is at mo%_e)gs.

s = ©(logn) and, as in Chord [60F, = O(log n) which gives  » The expected latency is at mo§t2L + 2.




Here, the constant > 0 is the probability that the response There are several theoretical results on Byzantine fault-
time of a correct peer is at mog\. tolerant DHTs [7], [21], [27], [44]. These results make use
of quorums ofO(logn) peers such that a majority of the

Using the Chord-based construction of [21], the messagSers in a quorum are correct. Awerbuch and Scheideler show

. . 2 . .
complexity of RCP-I is O(log'n) and for RCP-Il it is 1o v tolerate a powerful adaptive adversary who attempts
O(logn) in expectation. We tolerate a large fraction of ad:

. : . 0 gain a majority of Byzantine peers in a quorum [6]-[8].
versarial peers; strictly less thanlg@3-fraction compared to . :
the roughly1/4-fraction in [53]. Our use of a distributed keyRecent simulation work by Sen and Freedman [56] show how

tion (DKG) sch " f iithouta trusted these results on maintaining a majority of correct peersithe
generation ( ) scheme aflows for secumthou atruste guorum can be made practical in large-scale systems. Sdia an
party or costly updating of public/private keys outside atle

This obviates th df trusted third " 1))(oung [53] demonstrate more efficient robust communication
quorum. This obviates the need for a truste Ird party. cﬁt, as discussed earlier, several issues remain unrésolve

the best of our knowledge, this is the first use of DKG in Einally, a version of this current work appeared in [66].

Byzg ntme-tolerant_ p2P §ett|ng. . . Castroet al. [13], Halo [33], and Salsa [43] handle Byzan-
Finally, we provide microbenchmark results involving tWCfine faults by routing along multiple diverse routes. The
guorums using PlanetLab. Our experimentation indicatas t roposal in [13] requires a CA whereas we do not rely on
our protocols pe_rform well pnder significant levels of clhur ny trusted third party. In both [33] and [43], the guarastee
and faulty behaviour. In parchIar, fori@®-node system with are unclear against an adversary who owns a large IP-address
s =30 anc_jé = 20, our results imply RCP-1 and RCP-I bOthspace or targets identifiers over time as described in [7].
complete in undeb seconds. Such an adaptive adversary could potentially compromise th
“knuckle” nodes in [33] or the global contacts used in [43];
Il. RELATED WORK in contrast, defenses against an adaptive adversary avenkno
for quorum-based protocols [6]-[8].

State machine replication (SMR) is a standard method forThere are several other works relating to issues of sedarity
implementing highly fault-tolerant services [55]. Seescare p2p networks. The ShadowWalker system [42] addresses the
replicated over multiple servers to provide a high-intsgri jssue of anonymity and routes securely using the notion of
distributed system. While P2P systems do not align perfecfiyyltiple “shadows” which are similar to a quorum; however,
with the SMR paradigm [53], the literature on Byzantine faul our protocols differ significantly. The Brahms system [11]
tolerant replication is relevant. Early work by Reiter [48hjlows for uniform sampling of peers despite a Byzantine
gives protocols for Byzantine agreement and atomic brasdcadversary. The Fireflies architecture [32] allows each peer
Our first protocol shares some common features with thémain informed of live members despite Byzantine attacks;

multicast protocol of [48], yet we differ significantly si@c however, its applicability likely extends only to single tho
in the P2P domain we must contend with issues of scalabilibyerlays such as in work by Gupkt al. [26] and secure

churn, and spurious requests aimed at consuming resourgggting in multi-hop networks is not treated.
More recently, Castro and Liskov [14] demonstrated efficien
Byzantine fault-tolerant SMR; however, this seems unbléta
for a P2P setting due to scaling issues. Other Byzanting-faul
tolerant systems exist such as SINTRA [12], FARSITE [3], the Each peep is assumed to have a unique identifigrp, and
Query/Update protocol [1] and the HQ system [15]; howeves, network address... Byzantine peers are also referred to
these likely do not scale to the P2P domain. as faulty or adversarial all other peers are callecbrrect A

Two implementedarge-scale Byzantine fault-tolerant stor{fraction of the correct peers may crash due to a system éailur
age architectures are OceanStore [36] and Rosebud [51]. Dnalepart gracefully. We model such peers as haciaghed
latter scales up to tens of thousands of nodes and handle®/e adopt an asynchronous communication model with
changing membership. However, Rosebud relies @mordig- unbounded message delivery time. However, for liveness in
uration service(CS) which tracks system membership, ejec®KG and in our second protocol, we usenegak synchrony
faulty nodes, and handles new nodes. The CS, implement$umption by Castro and Liskov [29]. Formally, defay(t)
over a set of nodes, introduces a potential bottleneck andienote the time between the momeéntvhen a message is
possible point of attack; similarly, a “primary tier” of rikgas initially sent and the moment when it is received at the
is used in OceanStore. In contrast, our protocol is comigletalestination; the sender retransmits the message until it is
decentralized and no special set of nodes is required. received correctly. Then the weak synchrony assumption is

Both Rodrigues, Kouznetsov and Bhattacharjee [50] aihiat thedelay(t) does not grow faster thanindefinitely. This
Rodrigues, Liskov and Shrira [52] giy@oposalsfor applying assumption seems valid in practice assuming that network
the SMR approach on a large scale; the latter describedaalts are eventually repaired, and it avoids the well-know
P2P system. However, both works rely on a CS and neithierpossibility result regarding liveness [22].
provides empirical results or discusses secure routingugwh Peersp and ¢ are said to communicate directly if each has
al. [64] design and implement a routing scheme that toleratdse other in its routing table. The targetwf is a set of peers
Byzantine faults and yields good performance. However thé within a single quorumin may be a data item request and
require both a certificate authority (CA) and a special set & may consist of a single peer or multiple peers depending
nodes, called a neighborhood authority, similar to a CS. on how data is stored.

Il. SYSTEM MODEL



B. Assumptions

The adversary is assumed to have full knowledge of the
network topology and control all faulty peers, which forms
a constant fraction of all nodes in the system. In concert
with the goodness invariant, strictly less thaf8 of the peers
in any quorum can be faulty. These peers may collude and
coordinate their attacks on the network. Our adversary is
computationally bounded with a security parameteand it
has do2” computation to break the security of the Gap Diffie-
Fig. 1. (Left) Three peers on a DHT ring whepdinks to « andwv. (Right) Heliman (GDH) problem [28] in an approprla_te .grOUp'

An example of a quorum topology in a DHT ring whepee Q;, u € Q; Our protocols guarantee successful transmission;diow-
andv € Q. Thick lines signify all-to-all inter-quorum links. ever, feasibility is not enough. Our protocols must be effiti
in terms of (1) the costs to correct peers for legitimate oekw
operationsand (2) the costs due to adversarial interference.
A. The Quorum Topology The latter concern is crucial since it does no good to provide
solutions that allow the adversary to easily launch costly

There are several approaches to how quorums are cresatidcks. We first discuss the cryptographic techniques for

and maintained [7], [44], [53]; we refer the reader to [21i fogaining efficiency and then elaborate on points (1) and (2).
a detailed explanation of one approach. As a simple example,
the links in a quorum topology consist of the union of Chord’s:  Threshold Cryptography

links along with a set of redundant links. Specifically, feep We use threshold cryptography to authenticate messages

p’'s link to ¢ in Chord, each peer in quoru@, has a link to _ _ . i
every peer inQ, (and links to every peer in its own quorumThe idea behind arin, t)-threshold scheme is to distribute

Q,). A link to a Byzantine peer may be treated as faulty & secret key among parties in order to remove any single

unobtainable if the peer misbehaves, but only links betweBRMt of failure. Any subset of more than parties can
intly reconstruct the secret key or perform the required

correct peers are required to be functional. Conceptuaﬂ S ) X .
despite a number of different approaches, we may view t mputation securely in the presence of a Byzantine adyersa

setup of quorums as a graph where nodes correspondW ich controls up ta parties. We use threshold signatures to
quorums and edges correspond to communication capabi he?‘t'lc;testhe ctomm.urrcatlon betvv?ﬁn qu]Jolr(;Jms. ¢
between quorums; we call this tlggiorum topologyFigure 1 rzes 0 ‘ghatures. -In arll (”.’ t);j. re_z 0 d signature
illustrates how quorums can be linked in a DHT such eme, a signing (private) key is distributed among;

Chord. Peers will likely have different views of the networlparties by a trusted dealer using a.verifiable secret sharing
and hence membership lists fQ;; may differ for two peers; protocol [20] or by a completely distributed approach using

however, such issues can be overcome (for example, see [2 G prOtOCP' [,46]', Along W,'th private key shards for e_a.ch
We assume the following four simple invariants are true: paty, the distribution algonthr_n also generates a vetibra
(public) key K and the associated public key shai€s To

1) Goodnesseach quorum has siz@(s) for s = Q(logn) Sign @ messagen, any subset of + 1 or more parties use
and possesses at most afraction of Byzantine peers their shares to generate the signature shajeény party can
for e < 1/3. combine these signhature shares to form a message-signature

2) Membershipevery peer belongs to at least one quorunRair S = (m,o) = [m]; that can be verified using the public

3) Intra-Quorum Communicationevery peer can commu- Key K however, this does not reveal We refer toS as
nicate directly to all other members of its quorums. & Signature. It is also possible to verify using the public

4) Inter-Quorum Communicationif @; and Q; share an key sharesk. We assume that no computationally bounded
edge in the quorum topology, thene Q; may commu- adversary that corrupts up toparties can forge a signature

nicate directly with any member @, and vice-versa. 5" = (m’,0’) for a messagen’. Further, malicious behavior
by up tot parties cannot prevent generation of a signature.

These invariants are standard in the sense that previous worWe use the threshold version [9] of the Boneh-Lynn-
on quorums in DHTs ensure they hold with probability nearl$hacham (BLS) signature scheme [28] to authenticate com-
equal tol. For example, results for maintaining the goodnesaunication between quorums. Its key generation does not
invariant are known [6]-[8]. For the membership invariantnandate a trusted dealer and the signature generatiorcploto
there exist quorum topologies where a peer may belong does not require any interaction among the signing parties o
several quorums simultaneously [21], [44]. Finally, to best any zero-knowledge proofs.

of our knowledge, no implementation of a quorum topologRistributed Key Generation (DKG): In absence of a trusted
exists; this represents another gap between theory antigeracparty in the P2P paradigm, we use a DKG scheme to generate
A number of challenges remain in bridging this gap and suche (distributed) private key. Aifn,¢)-DKG protocol allows

an endeavor is outside the scope of this current work. Hoa-set ofn nodes to construct a shared secret keyuch that
ever, the literature suggests that, with the proper depémym its sharesk; are distributed across the nodes and no coalition
maintaining these invariants in real-world DHTs is plalesib of fewer thant nodes may reconstruct the secret; no trusted

'




dealer is required. There is also an associated public/&eysimple protocol outlined in Section I, the transmission of a
and a set of public key shards for verification. message is guaranteetherefore, quorums allow for robust
The protocol by Kate and Goldberg [35] is the first DKGcommunication without the need for cryptographic techagju
for an asynchronous setting; therefore, it is uniquelyafl@ However, as we now discuss, cryptographic techniques are
for deployment in a P2P network. In addition to a Byzantinenportant to achieving efficient robust communication.
adversary, this protocol also tolerates crash failures. &0 A Problem of Spamming: Note that spamming attacks can
quorum of sizes = n, with ¢ Byzantine nodes and pose a critical problem in a system that employs quorums.
correct nodes that can crash, the DKG protocol requires thair example, a group of Byzantine peers may pretend to be
s > 3t+2f+ 1. In our case, thisecurity thresholcholds a quorum and initiate requests. Therefore, simply obeying
due to the goodness invariant in Section IlI-A. The DK@ request because dppearsto come from a quorum does
protocol allows for system dynamics without changing theot prevent spamming. To investigate the implications of
system public keyK. Notably, the message complexity ofspamming, consider the case where peers act on any received
a batch of peergd all joining and/or all leaving the quorumrequest and call this th@assive scenarioln the passive
is the same as for a single peer joining/leaving the quorustenario, a Byzantine pegrcan contaciany quorumq); by
while the bit complexity increases only linearly witR| (see colluding with other faulty peers to obtain necessary rayiti
[35, Sec. 6]); for efficiency, we batch such operations dyririnformation. Members of); act on any request coming from
our analysis in Section V-B. The DKG protocol also considegs Even if it is possible to detect spurious requests at a ¢jloba
mobile adversary45] and provides proactive security usingscale, each correct peer would be required to maintin)

share renewal and share recovery protocols. records to exclude faulty peers from the system.
Therefore, the passive scenario is undesirable since spam-
D. Spamming Attacks ming allows the adversary to consume the resources of ¢orrec

- . . peers at little cost to itself. A standard fix is that a quorum
A critical concern is that the adversary may launch spuriots N ) o
sponds only to requests that are “proven” to be legitimate

o : . r
communications aimed at consuming resources; we refer o . . o ) .
: . . et, there is a cost to proving legitimacy; we explore this to
such behavior aspamming For example, a malicious peer_ . . o
S . otivate our protocols. First, we expand on the utility of a
may initiate a number of data retrieval requests [57], [63

Here the situation is more dire since the impact of such ledtac uorum topplogy In proving legitimacy. Wg then ShO.W how
cryptographic techniques improve the efficiency of thiktas

is multiplied by the group action in a quorum-based SySten?_'egitimacy and the Uitility of the Quorum Topology: We

Ultimately, there is no perfect defence against an adwersar . : .

. -~ : ; now contrast the passive scenario against another gemeral s
with the resources to initiate massive spamming attacks and. . -

S ario that we call th@rove-and-verify scenariowhich assumes
this is not our focus. Rather, we show that our protoco;

. . at proofs and verifications are required to initiate opens.
do not afford the adversary an advantage in launching s o . . .
‘e argue that this is superior to the passive scenario and

peer to perform expensive operations with impunity. For an(ﬁ‘SCUSS how the guorum topology is used in previous works to

operation initiated by a spammer this can be accomplishedr}/rovIOIe the framework for proving and verifying operations

. . . ., P2P systems often lack admission control and, if forced to
by either (A) placing the bulk of the cost of executing Sa'(glepart the system, a Byzantine peer may simply rejoin the
operation onp or (B) making the detection of spamming '

inexpensive. As we will show in Section 1V, our protocol chpetwork with a new identity. In the worst case, perpetual and

. : e . rapid rejoin operations result in a DoS attack. Therefore, w
L in Section I\-A employs principle (A) while our protocolmake the standard assumption that there is a cost for joinin
RCP-II in Section IV-B employs principle (B). P : 9

In addition to cryptographic technigues, we assurela the network. For example, monetary costs are suggestegjin [1

; . . and CAPTCHAs as suggested in [43]. Letdenote the rate
setto reduce the impact of spamming attacks as mtroducg whichp can issue spurious requests before being forced to
by Fiatet al. [21]. A rule set defines acceptable behavior in g . P P 9 g

quorum; for example, the number of data lookup operationsree{Oin the system. In the passive sce.narioz a Byzantine peer
peer may execute per duration of time, or tit-for-tat bebavi? ©a" contacany guorum(); by colluding with other faulty

eers to obtain necessary routing information and solarge
for uploads/downloads. Such rules are known to everyone ;

- . e to the abundance of potential targets.
within a quorum and can be implemented at the software leve

. . —In contrast, in the prove-and-verify system the members of
or simply agreed upon by quorum members. As d|scussed¢n must verify p's proof before acting. Proof and verification
Section I-B, requests from a pegrtthat deviate from the rule ** psp 9.

. . -~ may take different forms. For instance, constructions texis
set are ignored by the other members of its quorum, effdgtive ; . ; .
removingg from the system. wher_e two peers Communl_cate only if their respective qusrum
are linked [21], [44]; that is, the quorum topology itselitsac
S o _ as proof. Verification occurs by having a quorum act on
E. Feasibility via Quorums, but Efficiency via Cryptographypas request only if each peer i); receives messages from
We now make explicit a crucial point regarding the fesa majority in (Q,. Here, 7 is greatly reduced. Furthermore,
sibility versus the efficiency of robust communication. Agorrect peers are not required to maintain records on misbe-
we have discussed, in the presence of Byzantine peers, having peers. However, while the prove-and-verify sceniyri
single peer can be trusted and quorums are employedfdo more robust to spamming, there are shortcomings to this

overcome this trust deficit through majority action. Usihg t actual method of proof and verification and we discuss this



TABLE |
SUMMARY OF FREQUENTLY USED NOTATION
[ Notation] Definition ]
m Message being sent via our robust communication protocols
Qp Quorum of peep
€ Upper bound on the fraction of Byzantine peers in a quortm
s Asymptotic size of quorums
l Number of hops traversed by communicationof
Kq, Quorum public key of peep's quorum
kg, Quorum private key of pees's quorum
Kq, Set of public key shares corresponding#@, ,
(kg, )p | Peerp’s individual share ofkg,
RTq, Routing table information for all peers i@,
ts Time stamp
Si Signature corresponding to th& hop in RCP-I
M; Chain of certificates corresponding to ti& hop in RCP-II
D Target set of peers who should receive
next.

Efficiency in the Prove-and-Verify Scenario:We argue two
things: (1) the form of proof discussed above is restrictine
(2) verification is expensive. First, the proof is restrietsince

Qe

\

Peer p

dogy oy “(¢¢))dooud

@
E ’S(;J
PROO“‘(O/ )

Fig. 2. Our general robust communication scheme. At stepl, ..., £ — 1,
peerp presents proof, ROOHQ);), that quorum@; sanctiong’s action, and
receives new proof fron); 1 in addition to routing information for the next
hop. At the final stef,peerp sends ROORQ,_1) andm.

convince Q3 that p's actions are legitimate. This continues
iteratively until p contacts the quorum holding’ and m is
delivered. We employ the following concepts:

Quorum Public/Private Keys: Each quorunt; is associated

for @; and @; to communicate without sending through inwith a (distributed) public/private key paitio,, kq, ); how-
termediary quorums, they must maintain links to one anothesyer, there are two crucial differences between how suclya ke
such maintenance is costly. Second, the verification psocegir is utilized here in comparison to traditional implerteen

is expensive because when communication occurs fi1to  tions. First, only those quorums linked @; in the quorum
@, a correct peey € ; must know to which peers i); topology, and not everyone in the network, need to kit .

it must listen; this incurs more maintenance costs. These Fecond,(Kq,, ko,) is created using the DKG protocol and
two significant problems with existing schemes. f(Qi is the associated set of public key shares.

Cryptography allows us to improve asymptotically on theyplic/Private Key Shares: Each peenp € Q, possesses a
message complexity of verification. Under our protocolsheaprivate key sharéko, ), of kg, produced using DKG. Unlike
quorum has a public and private key established using DKpe quorum public/private key pair 6f; which must be known
Communication can occur between any two quorums thgfall quorums to whichQ; is linked in the quorum topology,
know and can Verify each other’s publIC key Therefore, tr@ﬂy the members OQi need to know the pub“c key shares
form of proof is not as restricted by the quorum topology;,, , which plays an important role in allowing members of
and we eXpIOit this in RCP-II. Furthermore, verification |%Q,L to Verify that the Signature share sent to ppes valid.
cheaper; using)(s) messages in RCP-I aO(1) expected System Churn and Protocol Design ConsiderationsThe
messages in RCP-II. Of course, overhead is incurred by usiage of churn in P2P networks has a significant impact on
cryptography. Message sizes increase by an additioa)  system performance and this is a concern reflected in the
bits and keys shares, bobt the key itself, must be updatedgesign of our two protocols. First, both of our protocols
when membership changes. However, our experimental sesyérform communication in an iterative fashion (in contrast
in Section \Y Suggest that th|S OVerhead iS tOlerable Sinee %Cursive routing) e} that failures due to Stale routingaah)_
computation costs are significantly smaller than the nétwoformation are detected immediately. While not specified in ou
latency. Hence, cryptography provides a more efficient apdeudocode, upon experiencing a failure, the calling peer a
flexible implementation of the prove-and-verify scenario. jts quorum may request that the responsible quorum update it

routing table information, at which point the original regt
IV. ROBUST COMMUNICATION PROTOCOLS can proceed. Second, each of our protocols are designed to

We propose two robust communication protocols: RCPeperate in different regimes of churn. As we will discusgiat
and RCP-II. Here we outline a general scheme in Figure 2 thatSection IV-C, RCP-I is more tolerant of churn as it regsire
is later refined to give our two protocols; Table | summarizdew updates when peers join or depart the system. On the other
our notation. Consider a sending pgewho wishes to send hand, RCP-Il is more message-efficient and can be used in
a messagen to peerp’. We make the standard assumptiosituations where the system is experiencing less churn.
thatm is associated with a key value which yields information Beyond these design choices, our protocols also inherit
necessary for distributed routing; that is, the next peerhiich certain churn-resistant properties of the underlying goor
m should be forwarded is always known. Pgenotifies its topology and routing mechanisms of DHTs. That is, the
quorum @) that it is performing robust communication andquorum topology requires only a polylogarithmic amount
receives ROOH(Q1). Peerp sends this taQ, as proof that of routing table information that needs to be kept updated,
p's actions are legitimate; the form of this proof is discuksewhile routing with our protocols still operates aloaylog n)
later. Depending on the scheme, one or more membershoips which yields a relatively small number of potential
Q)2 examines the proof and, upon verifying it, sendspto failure points. Additionally, the redundant link architere
(1) routing information forQs; and (2) ROOH(Q)-), that will used by quorums provides some robustness to rapid system



RCP-1: EENDING PEERp

Initial Step:
1: p € @1 sends the following request to all peersdn:
[Pro|Pasal KEY [E51]
2: p interpolates all received signature shares to fo
Sq, ¢ [PiolpasalKeY[ts1]kg,
Intermediate Steps:
3 fori=2tof—1do
4: psendsS;_; andts; to every peer inQ); and requests
a signatureS;, public key K, , and routing informa-
tion for Q1.
5. p interpolates received signature shares to fehm—
[pl D|paddr|key |t8i]in .
6: p verifies if S; is valid using Ky, .
7. if (S; is invalid) then
8: p sends signature shares to each peepjn
Final Step:

9: p sendsSg, , to D C @, along withm.

i+1

RCP-I: RECEIVING PEER¢q € );
Initial Step:
1: if (¢ € Q, receives a request hy) then
2: g checks that a request hydoes not violate the rule
set. If the request is legitimatg, sends its signature
share top.

Intermediate Steps:
3: if (¢ receivesS; 1 andts; from p) then
4. ¢ verifies aSg, , using Kq, , and validatests;;
if successful,g sends its signature sharf,,,,, and
routing information forQ;., to p.
5: if (¢ receives signature shares frgithen

i+1

informs p of invalid shares.

Fig. 3. Pseudocode for RCP-I

membership changes along the lines investigated in [37].

A. Robust Communication Protocol |
We now illustrate RCP-I for a peer who wishes to send

a messagen. The pathm takes through quorums is denote

by Q4,...,Q,. We assume thagt € @); and the target of the
message is a set of peefsC Q.

Overview: We outline RCP-I; the pseudocode is given
Figure 3. Initially, the correct peers d; must acquiesce
to p's request. Peep begins by sendingp, o|p..|Key|tsi] to
all peers in its quorun),. The valuekey corresponds to
the intended destination ofi andts, is a time stamp. The

messagen can also be sent, and its hash can be added ins

the signature below; however, for simplicity, we assume
is sent only in the last step. Each correct peet @), then
consults the rule set and sends its signature shageitop

6: ¢ verifies all shares using public key shares gnd

q € Q; along the lookup path. Sina@; is linked to@Q;_; in
the quorum topology, eaci knows the public keyKp, , to
verify S;_1. If S;_ is verified andts; is valid, ¢ sends back
its signature share{,,, and the routing information. Pegr

rntollects the shares to for®} and majority filters on the routing

information for@;1. In terms of majority filtering, both group
membership and the corresponding routing information are
agreed upon using DKG. Finally, fap,, p sendsm along
with S,_; to peers in the seb.

Share Corruption Attack: Note the following attack: a set
of Byzantine peersB C @Q; send invalid shares tp and,
therefore,p will fail to constructS;. We refer to this attack as
the share corruption attackHere, the individual public/private
key shares play a crucial role. To obta#), p sends the
received shares to each peer(h using one message per
peer. For a share sent toby a peer inQ;, each correct peer

in Q; verifies the share usingq,. All valid shares are then
sent back top who createsS;. While members ofQ); may
identify those peers which alleges sent an incorrect share,
punitive action is limited since could be Byzantine. Note
that the shares are not recomputed; hence, the adversary can
only perform this attack once per step.

Lemma 1. RCP-I guarantees that: is transmitted to a target
set of peerd) C Q; for some quorund); over a path of length
¢ with the following properties:

o Both the total message complexity and the message
complexity of the sending peer is each at mosts +
4-s5-(£—2)+|D|.

o Each forwarding peer has message complexity at most
messages.

o The latency is at most- (¢ — 2) + 2.

Proof: First, we prove correctness. We show thap ifs
correct and has not violated the rule set, at each step
the protocolp either (1) receives a valid signature and routing
information for the next step or (2) terminates the protdmnol
deliveringm to all members oD; correctness follows directly.
Our proof is by induction on:

Base Case:Consider the initial step = 1 wherep commu-
nicates with the peers in its quoru@, = ), about sending
he messagen. If p is correct and has not violated the rule
et, upon receivindp,o|p. |K€Y|ts1] all correct peers will
send their shares tp. Therefore,p is guaranteed to form

.S by the goodness invariant. Peercan then check whether
'S is valid and, if so, setsS to be S;. Otherwise,p must

overcome the share corruption attack. Sipdeelongs toQ1,
peerp knows the individual public key shares of each peer
in @, and can therefore detect which shares are invalid and
gnstruct&. Finally, p already has the routing information for

§; therefore, the base case holds.

Inductive Hypothesis: Assume that up to step< ¢, p has
obtained the correct signatures and routing information.

is not in violation of the rule set to within some bound tdnductive Step: At stepi+1, peerp sendsS; to Q;+1. By the
compensate for clock drift. Pegrinterpolates these signatureinductive hypothesis, this signature is valid anpdossesses the
shares to generate the signatuse:«+ [p|D|padd,\key|tsﬂle. routing information for@,;.,. If i < ¢ — 1, and no corrupted
In each intermediate step= 2,...,¢ — 1, p sends its most share attack occurs, thers request forS;,; and the routing
recent signatures; _; and a new time stamfs; to each peer information for Q; o will be satisfied due to the goodness



invariant. Otherwisep must overcome the corrupted shar€); . Kq, is the quorum public key of);, andts is a time
attack by sending all signed shares to all other peerg;in. stamp for when this entry was created. Note that any point in
Each correct peer iy, can detect and inform which peers the identifier space falls between unique points andp ;.

sent an invalid share. Due to the goodness invariant, peetGiven this property, and that entries are signed by a quorum,
can majority filter on these responses to determine theithvahny attempt by a malicious peer along the lookup path tometur
shares and then construst, ;. If i = ¢ — 1, p possesses theincorrect routing information can be detectétl7,, denotes
routing information for@, to deliver m to all members of the routing table information for all peers @;. [KQj]k'Qi is

D C @Q; and the protocol terminates successfully. In eithéhe quorum public key of); signed using the private quorum
case, the induction holds. key of @;; recall, neighbors in the quorum topology know

We now analyze the costs of our protocol. In the first stefach others’ public keyRT g, |k, is the routing information
even in the event that a share corruption attack occurs at mg/gned with the private key of);; entries of the routing
one round-trip round of communication occurs (betweamd (@ble are signed separately. Routing table informationme t
Q1). For stepsi = 2,...,¢ — 1, if a share corruption attack Stamped and re-signed periodically when DKG is executed.
occurs, at most two rounds of message exchange occup: (1yverview: We sketch RCP-II here. For simplicity, we tem-
sends taQ; andQ; sends back tg and (2)p transmits shares p(_)ranly assume that peers act correctly; our pseudocode in
to Q; who then send the correct shares back.tddding the Figure 4 is complete for when peers fail to respond to
last step, the latency i8- (£ — 2) + 2. In terms of message '€quests byp. Initially, each correct peer irQ, receives
complexity, in the first round, peer must send a request to[ProlPwalk€Y|ts] from p. The time stamps is chosen by and
and receive a response from each peenin this totals at PEers inQs \_Nll_l acquiesce to the value if it agrees with the
most2s messages. For steps= 2, ..., £ — 1 peerp must both rule set to within some .bound to compensate for clo_ck dift. _I
send a request to and receive a response from each pee.tpﬁlrequest dogs not violate the rule set, then the infoomati
a quorum; if a corruption attack occugsmust send another 1S Signed allowingp to form My = [pio[paa| K€Y [ts]kg,.
message to each peer in a quorum (with all signed shared! the second step of the protocplknows the membership
collected together) and receive back a response. Theref&feQ2 and selects a pegs < @ uniformly at random (u.a.r.)
this incurs at mostt - s messages. In the last stgpsends Without replacement. Pegrthen sends\/; to ¢». Assuming
to all members ofD. Hence, the message complexity is af2 IS correct, it verifies\; using Ko, and checks that thes
most4 - s - (¢ — 2) + | D| + 2s. For every other involved peer S valiu'd; the duration for which a time stamp is valid vyould be
q ¢ D, q's message complexity is at most clearly, peers in speqfled by the rule set. Once verifiggl sendsp the infor-

D receive one message. mation [Kq,Jkg,, [RT Qslke, and [Kqylk,,- Peerp knows

m Kq, since@ links to Q2 and verifie§ K, |kq,, [RT Qslkq,
Spamming Attacks: The sending peep experiences more @A [Kqslkq,, and checks that the time stamp on the routing
cost than other participating peers. In part, this is dueneo tinformation is valid. If sop constructsM, = [M:[[Kq ke, -
iterative nature of the protocol; however, largely thiséshuse Here[Ko, |k, Will allow some peer inQ; to verify Kq, and
p must send and recei@(s) messages per step. In contrast!/1, While the signed verifiediq; will allow p to check the
other participating peers need only send and receive aaunsf&SPonse from that peer @;. o
number of messages over the execution of the protocol. IS Process repeats with minor changes for the remaining

Peerp may misbehave in other ways. For instancejay re- St€PS. USINgRT o, from the previous step, selects a peer
peatedly contact its quorum to initiate robust communiegti ¢3 randomly from @3 and sendsM». Since @) is linked
however, eventually all correct peers will igngseSimilarly, With @2 in the quorum topologygs knows Kq,, which it
using a correct signature, may repeatedly ask in another US€S 0 Verify[Kq,Jx,,; this allowsgs to verify M, signed
quorum for proof and/or routing information; however, timdVith kq,. Peergs then confirms thats is valid and sends
stamps limit such replay attacks. In conclusion, such astiolX@alke.: [RTQulkq, and [Kq,lk,, to p. Peerp has a

cannot cause correct peers to perform expensive operation&'ified public keyKq, from the previous step and uses it
to verify [Kq,lkq, [RT Qulko,, @aNd[Kq,lk,,- Thenp con-

o structs M3 = |Ms|| Ko, |k = [M;||Ko, |k Koolks |

B. Robust Communication Protocol I This process c[:ont|i[nug§] uQnSt}ih is[deli‘\[/er(ga]. (f:zigurng]l qE;Si\]/es

RCP-II is randomized yielding a small expected messagfge pseudocode for RCP-II. Every peer contacteg bgrifies
complexity for both the sending peer and forwarding peera.chain of certificates, which can be converted into a single
In exchange, joins and departures incur additional cost signature using the concept of aggregate signatures [10].
comparison to RCP-I; we discuss this in Section IV-C. Peerp may choose a Byzantine peer that does not respond.

RCP-II utilizes signed routing table information. As a conin that case, after an appropriate time interyalill select
crete example, we assume a Chord-like DHT although othem additional peer in the quorum. L&t be a random variable
DHT designs can be accommodated. For a peer@;, each denoting the time required for a correct peer to respond. We
entry of its routing table has the forf®;, pip,p| p, Kq,,ts]. make a weak assumption thai[X < A] > c whereA is any
Herep € Q; andp’ € Q;_1 where (1)Q; links to Q; and duration of time an@ >0 is any constant probability. This does
Q@;—1 in the quorum topology, (2)),—, immediately precedes not circumscribe a particular distribution for responsees;
@, clockwise in the identifier space and (B)and p’ are any distribution suffices, including the Poisson, exponential
respectively located clockwise of all other peers@n and and gamma distributions previously used to characteriaedo



RCP-Il: &EENDING PEERD
Initial Step:
1: p sends the following to each peey € Q;:

[pID‘paddr|key|t5]
2. p gathers all responses and constructs:

M < [piolpaalkey|[ts]
Intermediate Steps:

3 fori=2tof—1do
4. while (p does not havel/; and has waited timé\
since previous selectioro

le

5: p sendsM;_, to g € @Q; selected u.a.r. without
replacement.

6: if ([I.{Qi—l]kc)i’ [RTQHJ/.CQi and[.KQi.»,_Jin are
received from any peer i); previously selected)
then

7: p uses Kq, to verify Kq, ,, RTq,,, and

Kq; 4 .

8 if (Kq,. 1, RTq,,, and Kq,_, are all verified)
then

9 M; = [M;1|[KqQ, kg,

Final Step:

10: p sendsM,_; to D C @, along withm.

RCP-II: RECEIVING PEERgq
Initial Step:
1. if (¢ € Q1 receives|po|p.aalkey|ts] from p € Q1)
then
2. ¢ checks thatp’s request is legitimate and, if sp,
sends its signature share.
Intermediate Steps:
3 if (¢ € Q; receivesM;_, from p) then
4.  for j=4—1 downtol do
q usesKg; to verify Ko, .
Peerq usesK, to verify M.
if verification is successfithen
q sends [KQi—l]k'Q,i’ [RTQ'H»l]in
[KQ’L'Jrl]ij, to .

Fig. 4. Pseudocode for RCP-II

© N o a

and

trip time (RTT) over the Internet. In practice, peerwould

Proof: First we prove the correctness of our protocol and,
as before, we show that jfis correct and has not violated the
rule set, at each stejpof the protocolp either (1) establishes a
valid M; and receives the routing information for the next hop
or (2) terminates the protocol by deliverimg to all members
of D. Our proof is by induction orn.

Base Case:Consider the initial step = 1 wherep commu-
nicates with the peers in its quoru@, = @1 about sending
the messagen. If p is correct and has not violated the rule
set, upon receivindp,o|p.ca] Key|ts] all correct peers will
send their shares tp. Therefore,p is guaranteed to obtain
M, by the majority invariant. Peey already has the routing
information for ()»; therefore, the base case holds.

Inductive Hypothesis: Assume that at step < ¢, p has
obtained a correcd/; and routing information forQ;, 1.

Inductive Step: First assume that = ¢ — 1. Then, by the
induction hypothesis, peerpossesses/,_; and the necessary
routing information to send this signature and messag®

D C Q;41; thus the protocol terminates correctly. Otherwise,
assumei < ¢ — 1; we consider step + 1. Peerp sendsM;

to a peerq € Q11 selected uniformly at random without
replacement. By the inductive hypothesis, the contentd/pf
are valid andp possesses the necessary routing information.
If ¢ is a Byzantine peer, thep's request can fail ang can
detect an invalid response using,, , obtained from the
previous step. It is also possible thats a correct but slow
node and does not respond in a predefined time period. In
this casep re-issues its request to another randomly selected
peer inQ;.1; eventually, one of selected correct peers will
respond With[Kq, |ko,,,» [RT Qisalke,,, @Nd [Kq; »lke, .,

to p. Peerp will verify this information and create a valid
M, .. Therefore, at this point possesses a correkf; ,; and
routing information for@;. »; therefore, the induction holds.

Since RCP-II is a randomized algorithm, our costs are given
in expectation. We assume the following: I§t be a random
variable denoting the time required for th& correct peer
(note we condition on correctness) selected u.a.r without
replacement by to respond top’s request. We assume that
Pr[X; < A] = ¢ wherec > 0 is some constant probability.

We now calculate upper bounds of the expected resource
costs. In the first step, in communicating with,, peerp

set its ownA by sampling the network using methods fohandles at most- s messages and the round-trip latency.is
estimating RTT [31]. Since at most a constant fraction ofpeerhen for each step= 2, ..., /—1, letY; be the random variable
are Byzantine, taking the median from a sufficiently larg@ith value1 if the i*" peer is both correct and responds within
sample will determineA andp will receive a response from time A: 0 otherwise. ThenPr[Y; = 1] < (1 —¢) - ¢; for

any of the previously selected peershis is in accordance simplicity, setp = (1—¢) - ¢ to be this probability of success.

with the weak synchrony assumptistated in Section Ill.

Lemma 2. RCP-Il guarantees that: is transmitted to a targe
set of peerd) C Q; for some quorund); over a path of length

¢ with the following properties:

o Both the total message complexity and the message

complexity of the sending peer is each at mdsts +
=2 4 (¢—2)+|D|

1—e)-c

o Each forwarding peer has expected message comple

2
at most—55-

« The expected latency is at moé‘f;% + 2.

LetY = )7, Y;. The expected number of selectiohgY |

t beforep receives a response from a correct peer is at most:

S S

> (1=p)Fp-(k+1)=p (Z(l —p)F kY (1 p)’“)
k=0

k=0

Therefore E]Y] < = and including the last step, the
expected latency is at mo#_;—?c + 2. The ¢" step requires
messages and one hop. In terms of expected message
complexity, since each step requires at most 2 messages and
the last step requird®)| messages, we can give a crude upper
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bound of 2s + 5= - (¢ — 2) + [D|. However, note that

oncep hears back %rom a node, any message from any other
previously selected nodes in the current step can be easily
ignored/filtered. Therefore, per step, handlesl_#é)_C + 1 .
messages. We can now give a more accurate upper bound o /
25+ (15 +(£—2)+|D|. Finally, while latency is measured o
in the number of communication rounds, the expected duratio X
of time required for each intermediate roundﬂs_%. N .

Regarding the expected message complexity of a forwardigg. 5. an illustration of the cuckoo rule. (Left) Pegis placed in its random

peerq ¢ D along the lookup path, a correct peer choserpbylocation z. All peers in thek-region, Ry (z) denoted by dashed lines, are
receives one message and sends one message. The probaﬁﬁﬂ@’ed random locations|it, 1). (Right) After the cuckoo rule is executed,

: : is the onl inRy, (z).
thatq is chosen is at modt/((1—¢)-s); therefore the expected Pect Is the only peer inf(z)

message complexity fay is at most2/((1 — ¢) - ). B Routing integrity is not compromised and, since routindeab

~ While latency is measured in communication rounds, the, pe signed periodically without significant CPU cost (see
time for executing RCP-Il depends oA and we disCUSS geciion V), the impact of such an attack is negligible.
this briefly. Accounting for the response time incurred ie th

intermediate stepgy waits for at most timel%).c per step
in expectation as shown in Lemma 2. Since peevill have
knowledge of the response time distributignmay optimize For the sake of being self-contained, we describe how a
performance by selectind so that% is minimized. peer would join our system. This involves a discussion of a
Spamming Attacks: Due to the iterative nature of RCP-p, result by Awerbuch and Scheideler [7] which guarantees the
sends more messages than other participating peers, bttt n@oodness invariant even if the number of joins and departure
the degree seen in RCP-I. Rather than make it expensivye fas polynomial in the size of the network. More precisely,
to perform robust communication, RCP-Il uses two propsrtiavithin a window of time, the adversary may opt to insert one
to deter spamming: (1) it is inexpensive for a peer to deteat its spare faulty peers or remove a faulty peer already in
spam and (2) the congestion suffered by a peer is low since the system. An adversary may attempt to gain a majority of
number of messages is not magnified by the use of quorurBgzantine peers in a targeted quordpmby having one of its
To address our first poinp may launch as many robustpeersq’ join the system. Ify’’s location in the DHT does not
communication operations as the rule set allowspay even allow it to become part of), then the adversary removes
try to circumvent the rule set by directly sending to a carreand has it rejoin for another attempt. By repeating this @ss¢
peerg; however, it is inexpensive fay to verify that the proof the adversary can eventually obtain a majorityidnat which
being sent is invalid. The operation terminates at that tpoipoint the security of the system is compromised. The prdtoco
since ¢ will not reply. In contrast to the passive scenario ofor defending against such attacks is thekoo ruledeveloped
Section llI-E,q need not keep a history to judge the legitimacipy Awerbuch and Scheideler [7]. Assume that the identifier
of a request; it simply verifies the accompanying certificatespace of the DHT is normalized to be [0,1). For any interval
Our second point, and a key difference between RCP-I afd- [0, 1), the cuckoo rule maintains two invariants. The first
RCP-II, is that with RCP-II an operation incurs only expelcteis the balancing invariantwhich guarantees that contains
O(¢) messages which compares favourably to a systéhout ©O(|I| - n) peers. The second is theajority invariantwhich
a quorum topologyTherefore, the congestion caused by sudjuarantees the majority of peersfrare correct. The authors
requests is not significantly magnified by the use of quorumsbow that for|I| = ©(log(n)/n) both invariants can be
which was a key concern regarding spamming. maintained with high probability over® joins and departures,
Faulty peers may misbehave in other ways with the sam#nerec is a constant that can be tuned. It follows that the peers
consequences and remedies as discussed in RCP-I. Even with can form a quorum that satisfies the goodness invariant.
a generous upper bound on the expirationspthe congestion  To see how the cuckoo rule works, the riiigl) is assumed
p can cause with a replay attack is limited since oplgan to be broken into disjoint segments of constant lerigth for
use the certificate. An attack unique to RCP-II occurs whesome constart. Each segment is calledkaregionand Ry, ()
a faulty peer giveg stale routing table information. Sincedenotes the uniqui-region containing:. When a peep joins
entries are signed and time stamped, we are guaranteed thatnetwork, it is assigned a random identifiee [0,1) and
the location indicated by the stale information was regentplaced in this location. The use of random identifiers, nathe
correct. Coupled with the standard assumption that ID -colthan the original hashing scheme of earlier DHT construstio
sions do not occur, this guarantees that the adversamypot is a minor modification that does not alter previous guaeste
engineer a situation where requests are forwarded to ay/faudtr analyses of such constructions (see [7] for more disongsi
peer. Consequently, the impact of this attack is limitede THAIl nodes in Ry (x) are evicted and placed into new locations
search path may be slightly lengthened by forwarding to amosen uniformly and independently at random frfiml).
older location. Alternatively, stale information may pbio a Figure 5 illustrates these operations.
peer that no longer exists or is not the correct recipienicivh  The node placements required by the cuckoo rule can be
forcesp to backtrack one hop. These cases are handled easlecuted by having quorums use robust communication in
but for ease of exposition, they are not treated in Figure drder to inform each other about the arrival of the evicted

o
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C. The Join Protocol and Membership Updates
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nodes at their new locations. Once a quor@mnknows about along with 95% one-sided confidence intervals. We describe
the presence of a recently evicted nedell correct members our experimental setup in the context of [24], [38]. Our
of @; update their membership lists, share IP addresses, &xgeriments are terminating and conducted via the method
aid ¢ in setting up any required links (i.e. such as finger linksf independent replications. A single replication corssist

in Chord). A detailed discussion of how this could be done s individual observations each corresponding to the time
presented in [21] and random numbers can be generated usemuired for a participating peer in the quorum to complbee t
the protocol of [6]. We finish our discussion of a join protbcoDKG protocol; there aré0 replications for eacl value. For

by discussing the steps necessary for maintaining DKG aedchs value, the PlanetLab machines used are chosen from
the consequent cost of membership changes. around the world with roughly¢4% located in North America,
RCP-I: Consider a quorund); to which a new peer is added.30% located in East Asia and the remaini@g% located in
The membership update protocol of DKG [35] is executelurope. Using independent replications, an unbiased sampl
to redistribute the shares of the public/private quorum keppint estimator for variance is calculated and used to nbtai
pair over all members of);. In the process, the individual our one-sided confidence intervals using thdistribution.
public/private key shares are also updated. Notafdypther The median completion periods vary from roughllysec-
guorums are affected by this process the quorum key onds fors = 10 to roughly 117 seconds fors = 50. Notably,

pair remains the same and the individual key shares nebé bulk of this latency is due to network delay whereas the
only be known to members ap;. When a peer depart;, required CPU time is far smaller than the completion periods
the departure can be treated as a crash and so long aslthéhe next subsection, we examine the feasibility of these
number of crashes does not exceed the crash-finthte DKG completion periods. Our DKG experiments are set up so that
(share renewal) protocol need not be executed. We use thictorectness is guaranteed so long as at 0%t of the peers
associate the system churn rate to DKG session time. Ndte thiey crash and0% of the peers may be Byzantine. While we
the adversary may crash some oftitsodes, and in principle, can tolerate any fraction of Byzantine peers less théh we

the system can handle+ f node departures. However, weuse these numbers since in many practical scenarios wetexpec
cannot associate these additioatrashes with the systemthe fraction of Byzantine faults to be less the¥% and modest
churn due to the inherent arbitrary nature of Byzantine geecompared to the fraction of crash failures. Pseudorandom
RCP-II: When a peefg joins @);, the DKG protocol needs values are generated using the well-known Number Theory
to be executed as in the case of RCP-I; however, there aibrary (NTL) and Pairing-Based Cryptography (PBC) libyrar
additional costs due to the need to update and re-sign fREP-I and RCP-II: For our RCP-I and RCP-Il experiments,
routing table information. In particular, not only do theepg we sets = 30, t = 3, and f = 10. We conduct terminating

in Q; need to update and have signed their routing tabéxperiments again via the method of independent replicstio
information to reflect the addition af, all quorums to which where each of thé replications consists di0 observations.

Q); is linked under the quorum topology also need to updabe RCP-I, a node requires an averagé)dfd+0.0075 seconds
and re-sign their routing table information; note that tthies (95% one-sided confidence interval) to obtain a threshold
not require any revocatiorsince the public key does notsignature from a quorum, if all of the obtained signature
change. Therefore, a join event under this schelwes affect shares are correct. The average execution time increases to
other quorumsWhen a peer depar€g;, DKG may be required 0.23 + 0.015 seconds {5% one-sided confidence interval) in
as in the case of RCP-I. However, routing table informatmm fthe case of a share corruption attack. Extrapolating to a pat
Q; and the quorums to which it links must again update anength/, an operation should take betwe@n4 - ¢+ 0.0075-¢
re-sign their routing table information. Therefore, WHREP- or 0.23-£+0.015- ¢ seconds on average. For a DHT witt®

Il reduces message complexity, the cost of a join or departurodes, the average total time for RCP-I is tl#e8 4 0.15 to

is higher in comparison to RCP-I. 4.6 + 0.3 seconds withY = 20.
In RCP-Il, a node take8.042 + 0.014 seconds 5% one-
V. EXPERIMENTAL RESULTS sided confidence interval) on average to obtain the required

We examine the performance of DKG and our two protocoigned public keys and the signed routing information from
on the PlanetLab platform [47]. Based on our experimentalcorrect peer. A single signature verification takes négég
results and known churn rates, we propose parameters tiore; however, for completeness we report the average wdlue

DHTSs using our protocols. 0.0045 £ 0.0028 seconds{5% one-sided confidence interval).
_ _ The median latency value ovell pairs of PlanetLab nodes
A. Implementation and Microbenchmarks is roughly 0.08 seconds [16]; that isA = 0.08 seconds for

The DKG protocol is a crucial component of our protocols: = 0.5. With a chain of signed public keys of length the
It is required to initiate a threshold signature system in tatal communication time i8.14 £ 0.0075+ (0.042 £0.014) -
quorum and to securely manage membership changes. We (dsel) + f.'(fjf)) +(0.0045 4+ 0.0028) - "(’T‘l) which for 10%
a C++ implementation [34] to measure the performance Bfyzantine peers, ig.94 + 1.60 seconds in expectation for
DKG. We incorporate threshold BLS signatures and realiZze= 20. To a first approximation, the execution times of our
our two protocols using this setup on PlanetLab. protocols seem quite reasonable.
Distributed Key Generation: We test the DKG implemen- System Load:We address the issue of system load under the
tation for quorum sizess = 10, 20,30,40,50 and present assumption that signature verification is the most sigmitica

median completion times and median CPU usage in Tablechmputational operation. We make back-of-the-enveloge ca
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TABLE I . L .
MEDIAN VALUES OF DKG COMPLETION TIME AND CPUTIME the Standard aSSUmpUO” that the COSt Of ]0|n|ng the net\lEDI’k

PER NODE FOR VARIOUS SYSTEM SIZES large enough so as to prevent the adversary from substgntial
increasing the rate of churn through rapid rejoin operation

t Time ds) CPU Seconds/Node . L
> / ime (seconds) ceonds Part | - An Argument for Batching: Investigations have
10 1 3 4.32F 1.54 1.20+ 0.06 : e . Co
0 2 6 750+ 0.67 253+ 047 yielded differing measurements for median session timks. T
30 3 10 1517+ 0.68 7.984 3.39 Kazaa system was found to have a median session time of
40 4 13  36.80+6.12 20.21+ 9.85 144 seconds [25]. In the Gnutella and Napster networks, the
50 5 17 116.63t 6.47 55.31+ 30.16 . . . )
median session time was measured to be approximétely
TABLE I minutes [54]. In the KAD DHT,155 minutes was the measured
THE EXPECTED NUMBER OF SECONDS BEFORE A QUORUM . . . .
EXPERIENCES A MEMBERSHIP CHANGET(). median [59]. Here, we temporarily assume a median session
5 0 50 30 time of 60 minutes and a standard Poisson model of peer
"o 1 2 3 T 2 3 T 2 3 arrivals/departures as in [41], [49]. To calculate churtera
rqg 526 351 175 263 105 53 175 87 58 r (number of arrivals/departures per second), based on the
40 50 median session time,,.q (in seconds), we use the formula
1 2 3 1 2 3 of [49]: r = (n - In2)/tmeq. FOrn = 10° andt,,.q = 3600
132 66 44 105 53 35 seconds;s ~ 19. Assuming that join and departure events

occur independently of each other, Table 11l gives the etqubc
culations to obtain the expected order of magnitude for onumber of seconds,,, at which point a quorum will undergo
performance figures. For RCP-I, from the above discussiammembership change when each peer belongg tquorums.
each signature verification take$0454-0.0028 seconds; thus, Our choice ofng < 3 is based upon the assumption that
the total CPU time required per executior{@s0045+0.0028)-  overlap occurs only with neighboring quorums in the ID space
(- (14 s+ s%); this includes the costs due to share corruption For the larger quorums, several of the values are less than
attacks. For = 20 and s = 30, this value is74.48 4+ 52.14 the corresponding median DKG completion times in Table II.
CPU seconds, spread out ovéd0 nodes. Therefore, the Therefore, a quorum may not be able to run DKG often
number of executions of RCP-I that can be started per secanbugh to accommodate each membership change. However,
on average when = 10° is roughly 10%; note this rate value join operations can be queued and performed in batches.
is for the entire systemNow, if no share corruption attacksExecuting DKG for a batch of joins does not increase the
occur, the total CPU time required per execution becomamssage complexity and message size increases only yinear!
(0.0045 £+ 0.0028) - £ - (1 + s) which, for the same parameterin the batch size (see [35, Sec. 6]). Therefore, batching can
values, is2.5 + 1.76 CPU seconds. This implies that- 10* mitigate the effects of churn and it seems plausible thatspee
executions can be started per second on average in the entioalld tolerate some delay in joining in exchange for segurit
system. For RCP-II, the total CPU time required for executidPart |l - Batching and the Security Threshold: Batching

is given by (0.0045 + 0.0028) - (g + ;f(—llje’;) which, for the join events improves performance; however, many peerstmigh

same parameters and= 1/10 is 1.040 + 0.65 CPU seconds depart a quorum before a new batch is added, thus violating
on average. Therefore, approximatély® executions can be the security threshold. Hence, we are interested in theosess

started per second on average in the entire system. time value required such that this is not likely to occur. &hs
) . ) on Table Il fors = 20 andng = 1, DKG completes within
B. Analysis and Discussion 7.5 seconds. The number of departures a quorum can suffer

As mentioned in Section IlI-A, important questions remaiwhile not exceeding the crash limit i = 6. If Byzantine
with regards to translating theoretical results to a peatti peers depart, more crashes are tolerable; however, iiegtif
setting. In particular, two quantities of interest are tim of such events is impossible, so we assume the worst case of
quorums,s, and the number of quorums to which each pegtr= 6. Assuming DKG executes evenp kg = 600 seconds
belongs,ng. Unfortunately, pinning down these quantities i§10 minutes), we seek the median session time such that at
non-trivial since asymptotic analysis is primarily presienthe most6 peers depart the system with@®7.5 seconds. With
literature. Furthermore, it is not a simple case of sulttigu n/s = 5000 quorums in the system, each experiencihg
hard numbers becausedepends on a number of parameterslepartures within607.5 seconds, the system churn rate is
(1) the exact guarantees being made, (2) algorithms forugoorroughly » = 49. This givest,,.q = 1415 or, equivalently,
maintenance, (3) the tools of analysis (i.e. form of Chdrno4 minutes. Therefore, with thig,,., or larger, we expect
bounds used) and many more. Evaluating these parameterthéssystem to remain secure. Moreover, a quorum only spends
outside the scope of this work. Instead, we assume a rarige/607.5 = 1.23% of the time executing DKG.
of values fors and ng. As our protocols appear to be the We can decrease the required median session times by
most efficient to date, the following results illuminate whadecreasing px; however, the percentage of time spent on
currently seems possible in practice. DKG increases. Such tuning would depend on the desired
System Churn and DKG: We now return to the issue of system performance, the applicatienandng. Table IV gives
system churn which was discussed earlier in Section IV. gession time calculations for other valuesspfp g andng.
common metric for measuring the degree of churgdssion  Required session times increase wittNotably, fors = 50
time the time between when a node joins the network arahdng = 1, t,,.q does not exceed the (roughl§) minutes in
when it departs [49]. As discussed in Section IlI-E, we makbe Gnutella and Napster networks [54]. Ag increases, the
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TABLE IV
MEDIAN SESSION TIMES(IN MINUTES) DERIVED FROM VALUES [9] A. Boldyreva. Threshold Signatures, Multisignaturel&lind Signa-
FOR S, ng AND rpra (IN MINUTES). tures Based on the Gap-Diffie-Hellman-Group Signature Schelme
3 10 20 30 Proc. International Workshop on Theory and Practic in PabKey
rDKG 2 5 9 Crptography (PKC) pages 31-46, 2003.
no 1 2 3 1 2 3 1 2 3 [10] Dt.)IBoneh, C. g%entry, B. Lyr;n, andIH. Shacham. Aggregaﬂa\z’miﬁ-l
ably Encrypted Signatures from Bilinear Maps. Bnoc. International
tmed 4.79 957 14.36 11.84 23.68 3552 19.24 38.48 57.72 Conference on the Theory and Applications of Cryptografhithniques
40 50 (EUROCRYPT)pages 416-432, 2003.
14 20 [11] E. Bortnikov, M. Gurevich, I. Keidar, G. Kliot, and A. $ker. Brahms:
1 2 3 1 2 3 Byzantine Resilient Random Membership Sampling.Phoc. Sympo-
31.17 62.33 93.50 44.74 88.47 134.20 sium on Principles Distributed Computingages 145-154, 2008.

[12] C. Cachin and J. Poritz. Secure Intrusion-tolerant IRafion on the
Internet. InProc. International Conference on Dependable Systems and

required session times grow linearly. However, our maximupp, ,'?'Aet"é‘;;ktfo(Dg“%‘;ﬁggﬁe}‘s;‘légniggz' A Rowstron. and DUIAtE

of 134 minutes is still less that,,.q = 155 minutes measured Secure Routing for Structured Peer-to-Peer Overlay Nétsvdn Proc.
in the KAD DHT [59]. These results are encouraging as the Operating Systems Design and Implementatjpages 299-314, 2002.

; [14] M. Castro and B. Liskov. Byzantine Fault Tolerance Cam Bast. In
recent results in [56] suggest that quorums as smﬁheneers Proc. International Conference on Dependable Systems astd/diks

can facilitate the cuckoo rule. We tentatively conclude tha (DSN) pages 513-518, 2001.
protocols can be deployed in applications where sessiogstingl5] J. Cowling, D. Myers, B. Liskov, R. Rodrigues, and L. Bar HQ
range from a few minutes to just over two hours and that such :?epllcatlon: A Hybnd Quorum Pl_'otocol for Byzantine Fautil@rance.
. . ) n Proc. Operating Systems Design and Implepages 177-190, 1999.
applications currently exist. [16] F. Dabek, J. Li, E. Sit, J. Robertson, M. F. Kaashoek, BadMorris.
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on Networked Sys. Design and Implementatjmages 85-98, 2004.
VI. CONCLUSIONS ANDFUTURE WORK [17] J. Douceur. The Sybil Attack. IRroc. Intl. Workshop on Peer-to-Peer
. . . Systems2002.
We have provided two new robust communication protocoiss] D. Dumitriu, E. W. Knightly, A. Kuzmanovic, I. Stoica, anwilly

that leverage cryptographic techniques to improve asympto Zwaenepoel. Denial-of-Service Resilience in Peer-ta-Fde Sharing

. . - Systems. InProc. International Conference on Measurements and
ically on the message complexity of previous results. Our ool ¢ cometer Systems (SIGMETRIGE)ges 38-49. 2005,

experimental work suggests that our protocols are prdctigeo] J. Falkner, M. Piatek, J. P. John, A. Krishnamurthy, anchiiderson.
for a number of application scenarios. In terms of future Profiling a Million User DHT. InProc. Internet Measurement Confer-

. - ence pages 129 — 134, 2007.
work, the performance of a complete system is an Importa[%] P. Feldman. A Practical Scheme for Non-Interactive \@bie Secret

open question - the quorum topology chosen is crucial and” sharing. InProc. Symposium on the Foundations on Computer Science
optimizing this in practice requires further study. While we _ (FOCS) pages 427-437, 1987.
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